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Reflections on structured common 

sense in an era of machine learning
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MEANWHILE, BACK IN 
MASSACHUSETTS
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COLLECTING COMMON-SENSE KNOWLEDGE

Robyn Speer, Joshua Chin, and Catherine Havasi: "ConceptNet 5.5: An Open Multilingual 
Graph of General Knowledge.” (2017)
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But then things moved on without us –
users changed how they interacted with search engines



How do people do it?





We have built models of how people think about the world in 73 
languages – called ConceptNet.
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“I don’t have to actually experience crashing 
my car into a wall a few hundred times before I 

slowly start avoiding to do so.”  
- Andrej Karpathy, Open AI



Distributional semantics

• “You shall know a word by the company it 
keeps.” – J. R. Firth

• Skipgrams are one way to train a neural 
net to understand words by their contexts

a word by the company it keeps

Source: Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Corrado, and Jeffrey Dean: 
Distributed representations of words and phrases and their compositionality. (2013)



Retrofitting

• A way of connecting knowledge graphs to traditionally 
created word embeddings

• Apply knowledge-based constraints after training 
distributional word vectors

• It works better than during training, for some reason

Source: Manaal Faruqui, Jesse Dodge, Sujay K. Jauhar, Chris Dyer, Eduard Hovy, Noah A. 
Smith: Retrofitting Word Vectors to Semantic Lexicons (2015)



Retrofitting
• Terms that are connected in the knowledge graph 

should have vectors that are closer together

• Many extensions now, such as “antonyms should move 
farther apart” and morphology

oak
tree

furniture

Source: N. Mrkšić, D. Ó Séaghdha, B. Thomson, M. Gašić, L. Rojas-Barahona, P. Su, D. 
Vandyke, T. Wen, S. Young: Counter-fitting Word Vectors to Linguistic Constraints (2016)



Retrofitting just works*
• Until 11/2018, the top-performing systems almost 

always use retrofitting
• At Semeval 2018, about half of the top results used 

external information in order to get a top result.
• Other areas of ML were seeing similar results from 

adding structure information

worked*



• Word vectors with common sense built in
• Hybrid of ConceptNet and distributional 

semantics
• Multilingual by design
• Open source, open data

Source: Robyn Speer, Joshua Chin, and Catherine Havasi: "ConceptNet 5.5: An Open 
Multilingual Graph of General Knowledge.” (2017)



Building ConceptNet Numberbatch
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Open
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www.luminoso.com

Word relatedness (SemEval 2017)

Source: Robyn Speer and Joanna Lowry-Duda: Extending Word Embeddings with Multilingual 
Relational Knowledge (Semeval 2017)



Distinguishing attributes using ConceptNet

• A task at SemEval 2018
• We got 74% accuracy (2nd 

place) by directly querying 
ConceptNet Numberbatch

• Additional features trained 
on the data didn’t help on 
the test set

• All top systems used 
knowledge graphs

Source: Robyn Speer and Joanna Lowry-Duda: Distinguishing Attributes Using Text Corpora 
and Relational Knowledge (Semeval 2018)



What is domain Adaptation?

domain
general

data

domain
specific

data

customer intents,
product names,
industry jargon,
specific issues

common words,
mul6ple languages, 

paraphrases, 
general sen6ment



Spin-out: Luminoso (2010-)



What are other examples of transfer learning?

• Commercial transfer learning (Luminoso, 
etc)

• Pretraining
• Fine tuning and layer freezing for Elmo 

and Bert (and GPT-2)
• Fast.ai’s ULMFiT (http://nlp.fast.ai/)

http://nlp.fast.ai/


Computational Creativity and Common Sense



Story understanding evaluations
• The Story Cloze Test evaluates common sense
• Five-sentence stories, two possible endings, only one 

makes sense
– Previous state of the art (GPT-1): 86.5%
– Jiaao Chen et al., adding ConceptNet as an input: 87.6%

Source: Jiaao Chen, Jianshu Chen, Zhou Yu: Incorporating Structured Commonsense 
Knowledge in Story Completion (2018)



Story understanding evaluations
• SemEval-2018 task: answer simple multiple-choice 

questions about a passage



Story understanding using ConceptNet
• The winning system on the SemEval task (Yuanfudao Research) used 

ConceptNet to find unstated connections, on top of an LSTM + attention 
model

Source: Liang Wang, Meng Sun, Wei Zhao, Kewei Shen, Jingming Liu: Three-way Attention 
and Relational Knowledge for Commonsense Machine Comprehension (2018)



Narratarium

Source: K. Hayden, D. Novy
C. Havasi, M. Bove, S. Alfaro
R. Speer: Narratarium: An 
Immersive Storytelling 
Environment (2016)



Intelligent Agents that focus on character-based interactions
Jason Alonso, Catherine Havasi



• Conceptual Search

Can we use this to bring 
experiences to life?

W I T H :  N I N A  L U T Z  A N D  
J A S O N  A L O N S O  ~  2 0 2 0



Can you tell 
me how to get 

to Sesame 
Street?



BERT: predicting masked words and next 
sentences

Source: Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova: BERT: Pre-training of 
Deep Bidirectional Transformers for Language Understanding (2019)



Source: Alec Radford, Jeffrey Wu, Rewon Child, David Luan,Dario Amodei, Ilya Sutskever : 
Language Models are Unsupervised Multitask Learners (2019)

And are more generalizable than previous 
models… 



J o h n  H e w i t t  a n d  C h r i s t o ph e r  D .  M a n n i n g :  A  S t r u c t u r a l  P ro be  f o r  F i n d i n g  S y n t a x  i n  
Wo rd  R e p re s e n t a t i o n s

A n dy  C o e n e n , Em i l y  R e i f , A n n  Yu a n , B e e n  K i m , A da m  P e a rc e , F e r n a n d a  
V i é g a s , M a r t i n  Wa t t e n b e rg . V i s u a l i z i n g a n d  M e a s u r i n g  t h e  G e o m e t r y  o f  B ERT  



Was the knowledge inside all along?



Is BERT good at Common Sense?

Source: Jeff Da, Jungo Kasai: Cracking 
the Contextual Commonsense Code: 
Understanding Commonsense 
Reasoning Aptitude of Deep Contextual 
Representations



Common sense understanding is not the 
default

Source: Pranav Rajpurkar, Robin Jia, Percy Liang: Know What You Don’t Know: Unanswerable Questions 
for SQuAD (2018)

• Question-answering AIs 
learn to give typical answers 
like “Yes” and “2”

• Story-understanding AIs 
learn that the wrong answers 
are written in a different style

• Reading-comprehension AIs 
learn to copy the nearest 
answer-shaped phrase



Common sense understanding is not the 
default

Source: Janelle Shane, on Twitter, using Visual Chatbot



Source: Robyn Speer, on Twitter, using Visual Chatbot



Training a transformer takes a lot of energy.



Often, there isn’t enough data for a domain or 
language to train a new model.



One Size (Pre-trained) Model
Does Not Fit All:

Language*
Domain

Cultural/Identity



Languages in ConceptNet

ConceptNet 5.5
An open, multilingual graph of general knowledge Rob Speer, Joshua Chin, and Catherine Havasi

Luminoso Technologies, Inc.

Results: State-of-the-art semantic vectors
Adding ConceptNet improves performance significantly on many evaluations

What is ConceptNet?

Multilingual coverage

English
6.5 million edges

French
4.9 million edges

German
1.6M

Italian
1.1M

Spanish
830k

Japanese
740k

Russian
620k

Portuguese
540k

Chinese
500k

Finnish
420k

Dutch
400k

Swedish
300k

bg pl cs sh eo ms sl ar

Total: 24.6 million edges in 70+ languages

. . .

Multilingual evaluations

WordSim-353 Spanish
Evaluation name As published

.685
WordSim-353 Romanian .541

Improved OOV

Gurevych-350 German .601

.714

.605

.676

Spearman ρ correlation

Data sources

• Open Mind Common Sense
• OMCS no Brasil
• Wiktionary (English, French, German)
• DBPedia

Crowdsourced knowledge

• Verbosity (English)
• nadya.jp (Japanese)
• The PTT Pet Game (Chinese)

Games with a purpose

• Open Multilingual WordNet
• JMDict
• OpenCyc

Expert resources

Brief project history
Open Mind Common Sense, one of the first
crowd-sourcing projects, was founded in 1999
by Push Singh, Catherine Havasi, and others,
at the MIT Media Lab.

Hugo Liu transformed the data that OMCS
collected into a knowledge graph, producing
the first release of ConceptNet in 2004.

Rob Speer joined the project in 2006, and
showed how to reason over ConceptNet using
semantic vectors that would later be called
"word embeddings".

Catherine Havasi started the Commonsense
Computing Initiative, a loose affiliation of
research groups around the world dedicated
to expanding and improving ConceptNet.

In 2010, we spun out of MIT as a company
called Luminoso, and built an enterprise
text-understanding system that learns from
ConceptNet and domain-specific text.

ConceptNet 5, released in 2011, integrated our
crowd-sourced knowledge with other sources of
Linked Open Data.

Research at Luminoso produced ConceptNet
Numberbatch in 2016, a state-of-the-art set of
multilingual term embeddings representing
general knowledge.

ConceptNet 5.5 is the key component in these
term embeddings. It also adds knowledge about
word forms in many languages.

What is ConceptNet Numberbatch?
ConceptNet Numberbatch is an ensemble that combines the power of
distributional word embeddings and knowledge graphs. It produces semantic
embeddings that are significantly better at relating word meanings than
the word embedding or the knowledge graph alone.

Combine sources of relational knowledge into a
knowledge graph (ConceptNet 5.5).

Acquire some good distributional word embeddings
(pre-trained outputs of word2vec and GloVe).

Use an extension of the retrofitting algorithm
(described by Faruqui et al. in 2015) to train vectors
that learn from the knowledge graph and each
distributional source, keeping both vocabularies.

Align the results, and combine them into smaller,
unified vectors using principal component analysis.

The ensemble learning process

ConceptNet 5.5

word2vec GloVe

ConceptNet
Numberbatch

expanded
retrofitting

PCA

Open code and data
At http://conceptnet.io, you'll find:
  • Code on GitHub to reproduce this paper
  • A browsable Web interface to ConceptNet
  • A Linked Data REST API

All data is available under the
Creative Commons Attribution-
ShareAlike 4.0 license.
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ConceptNet 5.5 + Numberbatch
ConceptNet 5.5 + PPMI
LexVec
GloVe 1.2 840B
word2vec Google News

Word relatedness evaluations Downstream tasks

SAT analogy evaluation

System
BagPack (2009)

Method Accuracy
ConceptNet 4 + text corpus .441

word2vec (2013) Distributional semantics .486

Performance of this system (ConceptNet 5.5 + Numberbatch) Performance on Turney (2003) dataset

SuperSim (2013) WordNet PPMI features + SVM .548
LRA (2006) Searches the Web for word pairs .561
This system ConceptNet 5.5 + distributional sem. .561

knowledge graph
is a

natural language
understanding

word embeddings

is used for

part of

linked data

is made of

multilingual

domain-general

JSON-LDWeb API
is used for

open content

has a

has property

common sense
knowledge

has

let computers understand what people already know
motivated by goal

games with a
purpose

crowdsourced
knowledge

ConceptNet

requires

is a kind of

Example edges
Start node Relation

physiological state

End node Data source

Open Multilingual WordNet

rest Verbosity
tired Open Mind Common Sense

slept sleep Wiktionary

dormir  [es] Wiktionary / Open Mult. WordNet

wake Verbosity

wikidata.org/wiki/Q35831 DBPedia

MotivatedBy

Antonym

Synonym

RelatedTo

IsA

ExternalURL
FormOf

sleep

http://conceptnet.io

expert
lexicography



Evaluations in Portuguese

Source: Hugo Gonçalo Oliveira: A Survey on Portuguese Lexical Knowledge Bases: Contents, 
Comparison and Combination (2018)



Could you make transformers more accurate 
using data like we did with retrofitting?



Transformers + Knowledge

Source: Jeff Da: BIG MOOD: Relating Transformers to Explicit Commonsense Knowledge 
(COIN 2019)



Transformers + Knowledge

Source: Weijia Shi, Muhao Chen, Pei 
Zhou, Kai-Wei Chang: Retrofitting 
Contextualized Word Embeddings with 
Paraphrases (2019)



Transformers + ConceptNet

Source: Z. Ye, Q. Chen, W. Wang, Z. Ling: 
Align, Mask and Select: A Simple Method for 
Incorporating Commonsense Knowledge into 
Language Representation Models



Transformers + Entity Graphs

Source: M. Peters, M. Neumann, R. Logan, R. Schwartz, V. Joshi, S. Singh, N. Smith: 
Knowledge Enhanced Contextual Word Representations



Can we teach a network to retrofit?

Source: Edoardo M. Ponti, Ivan Vulic, Goran Glavaš, Nikola Mrkšic, Anna Korhonen
Adversarial Propagation and Zero-Shot Cross-Lingual Transfer of Word Vector Specialization 
(2019)

• Use a GAN to teach a 
network to add a knowledge 
graph to an embedding

• Essentially increasing the 
vocabulary of the kgraph

• Better downstream 
performance  

• Potential for work in bi-lingual 
embedding space



Can we use transformers to build knowledge 
graphs?



Source: C. Malaviya, C. Bhagavatula, A. Bosselut, Y. Choi: Exploiting Structural and Semantic 
Context for Commonsense Knowledge Base Completion (2019)

Can transformers give back to knowledge 
graphs?

• Big idea: Increase the 
density of a knowledge 
graph by adding additional 
links



Inferring common sense with CoMET

• Uses ConceptNet as a 
training set instead of a 
knowledge resource

• Fine-tune a GPT language 
model to generate 
ConceptNet statements

Source: A. Bosselut, H. Rashkin, M. Sap, C. Malaviya, A. Celikyilmaz, Y. Choi: 
COMET: Commonsense Transformers for Automatic Knowledge Graph Construction (2019)







What about human-centric AI?



Knowledge graphs & explainablity?



It’s happening again: today’s agents don’t 
communicate like us.

Image Credit: Amazon



Let’s find a way to communicate 
with machines like we always 

dreamed of. 



conceptnet.io – a browsable interface



api.conceptnet.io – a Linked Data API



We’d like to work with you…

• Building and expanding ConceptNet
• Cross-resource alignment
• Bias in machine learning and structural 

resources
• Explainablity in kgs
• Other ideas



Thank you to all ConceptNet
Collaborators

• Co-director Robyn Speer
• Jason Alonso, Charlotte Chen, Pedro 

Colon-Hernandez, Joanna Lowry-Duda, 
Nina Lutz, Katherine Xiao

• So many others over the years…

blog.conceptnet.io



Thank you to all of my crowds 
over the years.

Photo: Moses Namkung, CC-By



Thank you!
Dr. Catherine Havasi

havasi@media.mit.edu
@catherinehavasi


